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Abstract

Recent studies suggest that Large Language Models (LLMs)
can achieve similar performance to humans on some Theory
of Mind (ToM) tasks. However, LLMs are unable to fully
mimic human-like empathy. In this work, we investigate the
ability of LLMs to predict emotion in various situations by
introducing a novel agent architecture in which new experi-
ences are compared to past memories via a norm. Through
this comparison, agents gain the ability to comprehend new
experiences in context, which according to the appraisal the-
ory of emotion, is vital in emotion creation. By describing a
variety of experiences in natural language, we test the emo-
tional responses of agents across a wide range of scenarios.
The mixed results suggest that although the norm improves
the ability to mimic empathy, LLMs still struggle to capture
negative emotions. These findings underscore the need for
further research into techniques for aligning the emotional in-
telligence of generative agents. Ultimately, this work takes a
step towards more empathetic and socially aware AI systems,
which could have significant implications for human-AI in-
teraction and collaboration.

Introduction
Large Language Models (LLMs) have exhibited a number of
emergent abilities (Wei et al., 2022). Although there is sig-
nificant debate, some argue that Theory of Mind (ToM) may
have emerged in LLMs as a byproduct of their improved lan-
guage skills (Strachan et al., 2024; Kosinski, 2023). ToM,
which is defined as the ability to impute unobservable men-
tal states of others, enables humans to track the emotions,
intentions, beliefs and desires of third parties and is thought
to play a key role in social interactions, communication and
empathy. Given the importance ToM plays in human inter-
actions, there have been significant efforts to equip AI with
ToM-like abilities to achieve a more safe and human-like AI
(Yang et al., 2018).

Although able to react appropriately in certain situations,
LLMs fall short in alignment with the emotional behaviours
of humans and cannot establish connections between similar
situations (Huang et al., 2023). One of the possible expla-
nations for this is that a LLM cannot respond to events in
the same way as humans due to the lack of criteria to as-
sess them that have been formed through related episodic

memories. On the one hand, according to the appraisal the-
ory of emotions (ATE), a cognitive approach to understand-
ing emotions, our appraisals of the significance of the event
triggers and determines a proper emotion in the given envi-
ronment (Scherer, 1999; Moors et al., 2013). That is, how
we assess events directly influences how we emotionally re-
spond to them. On the other hand, neuropsychology sug-
gests that episodic memories shape how we perceive new
events (Baddeley, 1982). Based on the memories of past ex-
periences, our brain generates a model of the world around
us that informs our perception of upcoming events (Zeid-
man and Maguire, 2016). In this regard, the role of episodic
memory seems crucial in generating both the criteria to as-
sess an event and the model to perceive new events. Al-
though LLMs can posit a guess of the emotions an experi-
ence would cause due to their vast amounts of training data,
they lack episodic memory, which is required by ATE to ac-
curately simulate human-like emotional responses.

Agent Architecture
Based on (Park et al., 2023; Regan et al., 2024), the follow-
ing architecture is implemented, depicted in Fig 1. The agent
receives experiences through natural language, which acts as
perception. Past memories are then retrieved, weighted by
saliency, relevancy and recency. These memories are sum-
marised into what is referred to as the “norm”, which is de-
signed to capture insights such as the agent’s habits and ex-
pectations.

Subsequently, the norm is compared to the new experi-
ence to create a “contextual understanding”, which captures
the differences between the current situation and the estab-
lished norm. To assess the emotional response of the agent,
the Positive and Negative Affect Schedule (PANAS) is ad-
ministered, in which the agent rates their affect level in a va-
riety of positive and negative emotions (Watson et al., 1988),
allowing the agent’s emotional response to be probed1. Fi-
nally, the new experience is stored as a memory, which can
be utilised in the creation of future norms.

1Although referred to as an emotional response throughout this
work, we note that this only a superficial mimicking of emotion.



Figure 1: The proposed architecture.

Experiment
To analyse how the emotional response evolves, a dataset
of 5-scene, emotionally neutral stories was created by ex-
panding the scenarios from EmotionBench (Huang et al.,
2023) using OpenAI’s GPT-4. These scenes play the role
of episodic memories for the agent. For each scene in the
story, the architecture is run 10 times and the agent’s aver-
age emotional response is measured. The architecture is also
tested without the norm component to analyse how context
influences the emotional state.

Results
Plotting the evolution of PANAS scores reveals that there are
situations in which the architecture is effective and ineffec-
tive for emotional alignment with humans. Consider the fol-
lowing experiences where the architecture qualitatively im-
proved alignment, with the PANAS results shown in Fig 2.

1. I am spending time in the living room with my two broth-
ers when a disagreement begins.

2. As we exchange words, the situation develops into a phys-
ical one, and I receive a hit in the abdomen.

3. Following the hit, I instinctively react with a physical re-
sponse directed at both of my brothers.

4. Upon my reaction, my brothers increase the intensity of
their physical actions in the dispute.

5. The physical exchange between us persists, and there are
no parents present to intervene.

Initially, the scores with and without norm are identical.
Following this, the second experience triggers a strong neg-
ative reaction with the proposed architecture. This can be
attributed to the agent understanding that there is an esca-
lation of a family conflict, as described by the “contextual
understanding” at that moment: “The situation is a red flag
that the family might need to address the way disagreements
are handled to promote a safer, more supportive family en-
vironment.”

In cases of ineffective alignment, ambiguous situations
were found to be interpretable in various ways, despite the

Figure 2: PANAS scores for EmotionBench “Anger-2 3”
with/without norms, as a 5-part story.

provided context. In particular, GPT-3.5-Turbo tends to re-
port high positive affect in unclear situations.

Table 1 shows the average change in PANAS scores across
all stories, highlighting the difference between the agent’s
current PANAS score and its baseline score (when no ex-
perience is provided). Given EmotionBench uses only nega-
tive emotions, the minimum positive and maximum negative
scores from each of the five experiences are averaged.

With Norm Without Norm

P (min) N (max) P (min) N (max)

∆ Affect ↓ (-18.0) ↑ (+1.6) ↓ (-18.7) − (+0.3)

Table 1: The average change in Positive (P) and Negative
(N) affect for all stories in the dataset.

Conclusion and Limitations
The results show that the norm allows for a greater increase
in negative affect, suggesting the additional context im-
proves emotional alignment. However, the decrease in pos-
itive affect is significantly greater than the increase in neg-
ative affect, in agreement with Huang et al. (2023), which
found that GPT-3.5-Turbo fails to react appropriately in neg-
ative situations.

While these results demonstrate the importance of
episodic memories, this work faces limitations, such as com-
paring the responses to that of humans. Furthermore, it
would be beneficial to study a wider range of scenarios, such
as the response to non-sensical situations. Nevertheless, this
work takes a step towards more empathetic AI, which could
have significant implications for human-AI interaction.
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