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Abstract

The emergence of large language models (LLMs) has
created new opportunities for creating avatars that dis-
play realistic human behaviour. One aspect of this be-
haviour is modelling how people communicate via text,
which has so far been limited to matching celebrities’
communication patterns through model fine-tuning.
This work presents a novel architecture that allows for
the creation of individually personalised avatars, with-
out the need for model fine-tuning. Our approach uses
a GPT-4 powered Interview Agent to collect data, ex-
tracts key conversational features (such as emoji us-
age and catchphrases), and combines these with the
avatar’s memories to generate responses that mimic the
individual’s unique communication style. Our results
demonstrate that the extracted conversational features
effectively distinguish between individuals, and that
avatars built using these features successfully mimic
some key communication patterns of their human coun-
terparts, although more research is required regarding
the choice and alignment of some of these features. In
an era where human-AI interaction is ever-increasing,
this work contributes to aligning the communication
style of avatars with that of humans.

Introduction
The advent of large language models (LLMs) has
opened up new possibilities for creating AI avatars that
mimic the conversational style of specific individuals,
such as celebrities or fictional characters. There is a
growing demand, particularly in the entertainment in-
dustry, for avatars that enable more natural and en-
gaging interactions with users. A world where AI and
humans coexist in this manner is just around the cor-
ner, and it is important for the field of artificial life
(ALife) research to recognize the challenges that may
arise in such a world (Bedau et al., 2000; Bulitko et al.,
2019).

Several prior studies have focused on creating AI
models that can mimic specific characters and be-
haviour Li et al. (2023a); Wang et al. (2023); Yan
et al. (2023); Yu et al. (2024); Li et al. (2023b); Salemi
et al. (2023); Liu et al. (2024). One notable example

is ChatHaruhi (Li et al., 2023a), which focuses on cre-
ating AI models that imitate fictional characters from
anime and novels. The ChatHaruhi paper employs an
approach where a large corpus of a character’s dialogue
is used to fine-tune a LLM. While this approach works
well for fictional characters where a large corpus of con-
versation data is available, this method has not been
extended to mimic real individuals. Additionally, this
method relies on fine-tuning pre-trained models, which
requires a large amount of data and computational re-
sources. On the other hand, (Park et al., 2023) in-
troduce generative agents, which demonstrate impres-
sive human-like behaviours using the agent’s persona,
memories, and the conversation context, without the
need for fine-tuning or reinforcement learning. How-
ever, these generative agents are not designed to rep-
resent any particular individual and it is not clear how
accurately they can mimic any given real person.

In this study, we introduce an agent architecture
which aims to mimic the conversation style of real indi-
viduals. Similar to (Park et al., 2023), the proposed ar-
chitecture is composed of a memory and reflection com-
ponent, however, to guide how the avatar responds, a
set of conversation features is also implemented. These
features aim to capture the conversation style of the
individual, such as their tone and tendency to use emo-
jis. The features are then inserted into the prompt of
the avatar, in combination with their memories, creat-
ing a response that is representative of the individual,
without the need for model fine-tuning.

One of the challenges with modelling individuals who
are not well-known is the lack of available data, which
makes feature extraction difficult. To overcome this
limitation, we implement a GPT-4 powered Interview
Agent which gathers data about the individual through
a series of interviews. In this interview process, the
Interview Agent asks a range of questions to the indi-
vidual before summarising the responses and extracting
the conversational features, automating the entire agent
creation process.



Figure 1: The proposed avatars implemented in a pro-
totype mobile application. Human users engage in con-
versations with AI avatars that represent real individ-
uals. The left character represents the AI avatar and
the right character represents the actual human user.
Hundreds of users have already engaged with this pro-
totype.

To analyse the extent to which the proposed avatars
can capture how the underlying individual communi-
cates, data for several individuals were collected, and
their conversational features were extracted using a
LLM. Our results show that LLMs can distinguish be-
tween the styles of communication of different individu-
als. Furthermore, comparing the output of two distinct
avatars, we show that the avatars can accurately mimic
aspects of the individual they portray.

This research is particularly relevant to the ALife
community as it contributes to the development of ar-
tificial agents with lifelike characteristics, a key goal
in ALife. By focusing on mimicking features of an in-
dividual’s writing style, our approach aligns with the
aim of understanding and simulating the essential prop-
erties of living systems. Furthermore, the interaction
between these AI avatars and human users represents
a form of artificial social interaction, another area of
interest within ALife. Our work explores how artifi-
cial agents can be designed to foster more natural and
engaging conversations, with implications for social AI
and human-AI relationships. Moreover, AI avatars have
been implemented by several companies such as Rep-
lika and Gaudiy Inc., creating software which allows
humans to develop friendships with AI. The particu-
lar architecture used in this work has already been im-

plemented into a prototype product by Gaudiy Inc.,
a company specializing in entertainment. This pro-
totype, shown in Fig 1, allows users to converse with
avatars modelled after popular idols and celebrities.
Currently, this feature is in a beta version with limited
access to users but has already shown promising results
in terms of user engagement and satisfaction (Gaudiy
Inc., 2023).

In summary, this paper makes the following contri-
butions:

• We show that personalized avatars can be created for
individuals who are not widely known or famous, by
leveraging an interview-based approach.

• We demonstrate that LLMs are capable of extracting
several conversational features that capture an indi-
vidual’s unique conversation style.

• We show that the avatars created using the extracted
features can represent some of the distinctive commu-
nication styles of the individual they are intended to
portray.

Method
To create avatars which can closely mimic the conver-
sational style of individuals, the following architecture
is introduced. Similar to the work of (Park et al.,
2023), the avatar architecture is composed of memory
and reflection components, and makes use of in-context
learning to give personality to the avatars, without the
need for fine-tuning.

There are two phases to the approach. First, an
avatar creation phase is used to capture data about an
individual’s style of communication. This involves the
implementation of an Interview Agent which engages in
conversation with the target individual to collect con-
versation data. After acquiring this data, key features
about the individual’s style of communication, such as
their use of emojis, are extracted. In addition, the con-
versation with the Interview Agent is summarised and
stored as an initial long-term memory for the avatar.

The second phase is the avatar interaction phase, in
which an end-user interacts with the avatar. In this
phase, the avatar receives messages from the user and
creates a response based on the individual’s features, as
well as its long-term memory. In addition, the avatar
has access to a short-term memory which stores the cur-
rent conversation history. When the conversation with
the user ends, this conversation history is summarised
and added to the long-term memory. In this way, the
architecture makes use of both a long-term and short-
term memory system. This memory system, in combi-
nation with the key conversation features, is what facil-
itates the avatars to mimic the individual they aim to
portray.

https://replika.com/
https://replika.com/
https://gaudiy.com/


Figure 2: Avatar Creation. Data is collected through a combination of scraping the web for text written by the
individual, or through an interview with the Interview Agent. This data is then used to extract key features using a
LLM and to create an initial long-term memory buffer.

Avatar Creation
The first phase of the proposed approach involves col-
lecting a corpus of the user’s conversation data, extract-
ing important features which describe the individual’s
style of conversation, and then summarising the data
into an initial memory for the avatar. An overview of
avatar creation is shown in Fig 2.

Data Acquisition via Interview Agent To esti-
mate the features which capture the individual’s com-
munication style, a large amount of the individual’s
communication data is required. First, the internet is
scraped to see if the individual has any text data avail-
able online, such as blog posts, etc. If there is not
enough data available for feature extraction, more data
may be acquired by interviewing the individual directly.
To this end, an Interview Agent is implemented to con-
verse with the user and gather their responses. This
Interview Agent is built with OpenAI’s GPT-4, with
the prompt shown in Fig 3. In this work, between 50
and 100 interview responses were used to estimate the
individual’s features.

Feature Extraction Although there are many ex-
isting machine learning methods for feature extrac-
tion (Abbasi et al., 2022), author identification through
quantitative stylistic analysis has been mainly focused
on non-communicative texts such as blogs and books.
For communication-based text in particular, judging
author identification is difficult using this approach,
given that expression can change depending on the con-
text before and after the conversation and the subject
speaking. To this end, we make use of LLMs to extract
features which capture the individual’s communication
patterns, motivated by the ability of LLMs to capture
personalised dialogue (Lotfi et al., 2024). The follow-
ing conversational features were specifically selected to
model the individual’s communication patterns, moti-

Figure 3: The prompts used for the Interview
Agent. user_name refers to the name of the in-
dividual, theme refers to the topic being discussed
and conversation_history refers the the previous re-
sponses in the conversations.

vated by their importance in distinguishing individuals
(Jin and Murakami, 1993; Jin and Jiang, 2012; Marengo
et al., 2017):

Frequency of Emojis Whether emojis are used or
not.

Catchphrases Whether a certain phrase is often re-
peated.

Sentence-Final Particles The frequency of
sentence-final particle usage (e.g., “isn’t it?”,
“right?”).

Trends in Punctuation Appropriateness of punctu-
ation and reading marks as in a typical document.

Trends in Sentence Length The number of charac-
ters used in sentences.

Tone Whether the tone of voice is casual.



Figure 4: The prompt used to extract the key conversa-
tional features from the user’s conversation data. The
conversation data is input as a CSV file.

Opinion Expression The tendency to speak based on
beliefs rather than facts.

Tendency to Express Emotion The presence of
emotional language and positive expressions.

Estimation of Age An estimation of the age of the
individual.

Estimation of Gender An estimation of the gender
of the individual.

IQ and Breadth of Knowledge The presence of
emotional language and positive expressions.

Values and Ideas The presence of emotional lan-
guage and positive expressions.

Specifically, GPT-4 is prompted with a CSV file con-
taining the user’s conversation data and asks to esti-
mate each of the above features, with the prompt shown
in Fig 4.

Memory The avatar architecture implemented in
this work is similar to that of (Park et al., 2023).
That is, the architecture is composed of a perception
and memory component, as well as the ability to reflect
on past memories. Unlike the architecture of (Park
et al., 2023), however, a distinction is made between
short-term and long-term memories. In the proposed
architecture, short-term memories are comprised only
of the current conversation and provide context for the

Figure 5: The prompt used to summarize the conversa-
tion.

agent. To give the agents a more long-term understand-
ing, both conversations between the individual and the
Interview Agent and those between the user and the
avatar are summarised and stored as long-term memo-
ries, respectively. These long-term memories are stored
in a vector database and retrieved when the avatar for-
mulates a response.

When the avatar is first created, the text collected by
the Interview Agent is summarised using the prompt
shown in Fig 5 and is stored as the avatar’s initial long-
term memory. Unlike the prompts for feature extrac-
tion, this prompt summarizes the text content, inde-
pendent of the style of conversation or communication
patterns of the individual.

Avatar Interaction
Once the features have been extracted and the avatar’s
initial long-term memory has been created, a user can
then interact with the avatar. An overview of the avatar
interaction architecture is shown in Fig 6.

Prompting When a human user interacts with the
avatar, the user’s text input acts as perception for the
avatar, with the conversation added to the avatar’s
short-term memory. The avatar’s response is created
using the prompt shown in Fig 7, which takes multi-
ple inputs such as the current conversation theme, the
avatar’s conversational style and the avatar’s memories.
In particular, the avatar’s entire short-term memory,
which contains the conversation history is included, as
well as 10 long-term memories, which have the highest
cosine similarity with the user’s input message.

Reflection After each conversation session between
the user and avatar, which is typically comprised of
between 3 to 5 message exchanges, the avatar engages in
reflection, summarising the conversation. The prompt
used is the same as the Interview Agents’s summary of



Figure 6: Avatar Interaction. The user sends a message to the avatar, who responds based on the individual’s
features, relevant long-term memories, and the current conversation history. After the conversation ends, the agent
reflects on the conversation, summarising the messages. This reflection elevates short-term memories into long-term
memory.

the conversation (Fig 5) and aims to capture key details
about the past conversation. These reflections are then
stored in the long-term memory to be used in future
dialogue responses.

Evaluation
To verify how well LLMs can extract the conversational
features, and to understand how well these features can
be used to represent the underlying individual, the fol-
lowing two research questions are proposed:

1. Can an individual’s communication characteristics be
estimated based on LLM-extracted features?

2. Can AI avatars based on these features represent the
individuals they aim to portray?

To answer these research questions, we extracted the
conversational features using GPT-3.5 Turbo with few-
shot learning, however, we specifically disregarded the
following four features: “Estimation of Age”, “Estima-
tion of Gender”, “IQ and Breadth of Knowledge”, “Val-
ues and Ideas” as these features proved difficult to mea-
sure and compare. The presence of each of the features
is detected sentence-by-sentence, with the LLM report-
ing the values “Yes”, “No”, or “None”, except for the
feature “Trends in Sentence Length”, where the LLM
reports the number of characters used instead. An ex-
ample for the feature “Frequency of Emojis” is shown
in Fig 8.

RQ1. Can an individual’s communication
characteristics be estimated based on LLM-
extracted features? To analyse whether LLMs can

be used to extract characteristics of an individual’s con-
versation style, we measure the extent to which the
LLM can extract different values for different individ-
uals. This is motivated by the fact that feature values
are expected to vary significantly between individuals,
and the LLM should be able to capture this variation.

Table 1: Multiple Analysis of Variance results

Group Value F -Value Pr > F
W 0.1546 26.23 0.0000
P 1.4079 21.26 0.0000
H 2.6234 32.55 0.0000
R 1.3117 130.58 0.0000

Table 2: Effect size for each feature

Feature Effect Size
Frequency of Emojis 0.538
Trends in Sentence Length 0.400
Tone 0.252
Trends in Emotional Expression 0.200
Trends in Punctuation 0.174
Sentence Structure 0.093
Sentence-Final Particles 0.083
Catchphrases 0.062

To measure if the LLM creates distinguishable fea-
tures for different individuals, human conversational
data for 30 individuals with over 50 messages each were
collected, acting as the ground truth.

The Multivariate Analysis of Variance
(MANOVA) (French et al., 2008) test was con-



Figure 7: The prompt used to generate the avatar’s re-
sponse. name refers to the avatars name, theme refers
to a user-selected conversation topic, user_name refers
to the user’s name, bio refers to personal informa-
tion about the avatar’s individual such as birthday and
location, which may have been collected previously,
personality_type_description refers any other ad-
ditional information which may be included about the
avatar, tone refers to conversation style of the avatar
from the extracted features, relevant_memories refers
to long-term memories similar to the input message
and prev_conversations refers to conversation history
which is stored in the avatar’s short term memory.

Figure 8: The prompt used to evaluate the emoji usage
feature in the individual’s conversation data. Similar
prompts are used for the other features, except for sen-
tence length which is evaluated as the number of char-
acters used.

ducted, enabling us to understand if there exists a
significant difference between the extracted features
of the individuals. Specifically, we used four statistics
that are part of the popularly reported test statistics
for MANOVA: Wilks’ lambda (W ), Pillai’s trace (P ),
Hotelling-Lawley trace (H), and Roy’s greatest root
(R). In addition, the effect sizes (η2) were determined
for all features.

To carry out this analysis, each feature output from
the LLM was converted into a numerical value. That
is, if the LLM responds “yes”, indicating a feature was
detected in an individual’s data, then a value of 1 was
assigned to that feature. Similarly, “No” was assigned



to 0 and “None”, indicating the inability to answer,
was assigned to 0.5. Additionally, the feature “Sentence
Length”, which ranges between 0 to 200 was normalized
between 0 and 1.

The table 1 shows that the p-value for all tests was
less than 0.0001, indicating that the difference in fea-
tures between the individuals is statistically signifi-
cant. Furthermore, p-values less than 0.0001 indicate
that individual-to-individual comparisons are also sig-
nificant. Overall, these results suggest that GPT-3.5
Turbo can distinguish between the unique conversation
characteristics of different individuals.

Furthermore, Wilk’s lambda W ranges from 0 to 1,
with lower values indicating larger effect sizes. The
value W = 0.1546 is close to zero and therefore the
effect size for all features is large. This indicates that
most of the variance in the extracted features was due
to actual differences between individuals. This further
highlights that the LLM can capture significant and
distinguishable features that characterise the commu-
nication patterns of the 30 individuals analysed.

Table 2 shows the effect size for each feature. The ef-
fect sizes are larger for the frequency of emojis, trends
in sentence length, tone, and trends in emotional ex-
pression, in that order, indicating that these features
have the strongest contribution in differentiating the
unique communication characteristics of the individu-
als. This result is sensible as emoji usage, for exam-
ple, is expected to vary widely across the population
(Ljubešić and Fišer, 2016) and can therefore be used to
distinguish individuals. Other features such as catch-
phrases, on the other hand, had a low effect size, which
may be attributed to catchphrases not appearing in the
test data. Although some features have a low effect
size, they may still be beneficial in creating realistic
avatars. For instance, many individuals in the dataset
use sentence-final particles, such as ”isn’t it?”. It would
be important to ensure that the avatars also display
this behaviour.

In summary, although each feature has a different
impact on the distinguishability of individuals, com-
munication characteristics can be estimated based on
LLM-extracted features.

RQ2. Can avatars built from these features ac-
curately represent the individual they aim to
portray? To analyse if avatars can mimic the fea-
tures of an individual’s style of communication, conver-
sation data was collected for 2 individual-avatar pairs
and their features were evaluated. The features ob-
tained by the prompt shown in Fig 8 are then converted
into numerical values and averaged over all of the sen-
tences to give a single average score for each feature for
the two individual-avatar pairs. The way of converting

(a) Individual A

(b) Individual B

Figure 9: Comparison of the features for Individual A
(a) and Individual B (b) and their respective AI avatars.

a feature into a numerical value is similar to that RQ1,
however, “None” values are ignored instead of being
converted to 0.5. Moreover, the average of the scores
for all messages was calculated.

The average feature values for both agent-individual
pairs are shown in Fig 9. These results show that the
avatar captures some features better than others. For
instance, in both Fig 9a and 9b, the individuals tend
not to use emojis, shown by the low score for the Fre-
quency of Emojis feature, and this is reflected in the
behaviour of the avatar. This is particularly significant
as this feature has a large effect size and therefore is
important for capturing the specific way an individual
communicates.

For Trends in Sentence Length, however, the avatar
has quite different results from the corresponding indi-
vidual. Moreover, discrepancies between the accuracy
of the Tone feature highlight the limitations of current
LLMs. Avatar A is easily able to capture the polite and
formal language of individual A. On the other hand,
individual B tends to use informal language, which the
LLM struggles to replicate. One reason for this may be
the fine-tuning of GPT-4 to generate polite responses.



(a) Good Example. Individual A tends to use sentence-final
particles such as “you know”. The avatar captures this be-
haviour, although perhaps too many sentence-final particles
are used.

(b) Bad Example. Individual A does not use emojis, but
the avatar incorporates them in a response to a user.

Figure 10: Example of a conversation between the
avatar of Individual A and users.

Examples of the avatar responses of individual A are
shown in Fig 10. These examples highlight that al-
though the architecture can capture some features, it
can still fail to respond appropriately, with the avatar
incorrectly using emojis in Fig 10b.

Overall, the avatars of Individual A and Individual
B show different feature values, indicating that the AI
avatars successfully mimic the characteristics of differ-
ent individuals, although some features are better cap-
tured than others.

Discussion and Limitations
Despite being able to capture a number of the fea-
tures, further work is still required to align all of the
avatar’s conversational features to that of the human.
To achieve this, one should experiment with different
LLMs, which may improve the alignment of the fea-
tures, such as the avatar’s tone, which seems to be con-
strained by the model. In addition, further research is
needed to enable the avatar’s style to mimic the dynam-
ics of human communication style, fluctuating based on
the situation and mood.

A significant limitation of this work is the reliance
on human-selected features, which we posit can cap-
ture the communication style of individuals. Despite

demonstrating that these features can indeed be used
to distinguish between different individuals, there are
an infinite number of possible choices for these features
and our specific choice may not be optimal. In future
work, it would be beneficial to consider a wider range
of features, or even select features via a LLM, remov-
ing the requirement for a human in the loop. On the
other hand, creating high-level features of human com-
munication is precisely the goal of fine-tuning a LLM,
highlighting the balance between the high-level feature
selection in LLM fine-tuning and the speed and adapt-
ability of in-context learning.

The avatars in this work are currently implemented
in a prototype product by Gaudiy Inc. (Fig 1), where
users can converse with AI-powered avatars represent-
ing famous idols and celebrities, further enhancing
human-AI interaction. In future plans, Gaudiy Inc.
aims to create personalized avatars for each individ-
ual. These avatars can then communicate with one an-
other, fostering the development of digital friendships
and connections, with the ultimate goal of these digi-
tal bonds manifesting in real-world friendships between
the underlying individuals.

Finally, there are several important ethical consid-
erations to be made regarding the creation of person-
alised avatars. For instance, it is crucial to consider
the consent of individuals when creating personalised
avatars. Although the individuals participating in this
study gave their consent, bad actors may use LLMs to
construct avatars for individuals without their consent.
Another potential issue is the avatar misrepresenting
the individual. The recent creation of “deadbots”, chat-
bots designed to simulate deceased people, has gained
notable traction and raised a number of ethical and
philosophical questions (Henrickson, 2023). These is-
sues should be seriously considered in the research and
application of personalised avatars.

Conclusion
In this work, we introduce a novel avatar architecture
which enables the creation of personalised AI avatars
without the need for fine-tuning. By collecting con-
versation data using an Interview Agent and extracting
conversational features, avatars can be created that aim
to mimic the communication patterns of the underlying
individual. We show that interviewing the individual
directly can give sufficient information to model their
communication patterns. Furthermore, we demonstrate
that some of the features extracted using a LLM are dis-
tinguishable; that is, the LLM can capture some aspects
of the communication style of different individuals. Fi-
nally, by comparing the avatar to its counterpart, we
show that the avatar can capture several of the com-
munication traits of the individual.
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